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ABSTRACT 
While gaze is an important part of human to human interaction, 
it has been neglected in the design of conversational agents. In 
this paper, we report on our experiments with adding gaze to a 
conventional speech agent system. Tama is a speech agent that 
makes use of users’ gaze to initiate a query, rather than a wake 
word or phrase. In this paper, we analyse the patterns of detected 
gaze when interacting with the device. We use k-means clustering 
of the log data from ten users tested in a dual-participant discus-
sion tasks. These patterns are verifed and explained through close 
analysis of the video data of the trials. We present similarities of 
patterns between conditions both when querying the agent and 
listening to the answers. We also present the analysis of patterns 
detected when only in the gaze condition. Users can take advantage 
of their understanding of gaze in conversation to interact with a 
gaze-enabled agent but are also able to fuently adjust their use of 
gaze to interact with the technology successfully. Our results point 
to some patterns of interaction which can be used as a starting 
point to build gaze-awareness into voice-user interfaces. 

CCS  
• Human-centered computing → Interaction techniques; User 
studies; Interaction design. 
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CONCEPTS

https://doi.org/10.1145/3342775.3342791 

1 INTRODUCTION 
Voice assistants, such as Apple’s Siri and Amazon’s Alexa are avail-
able on all major smartphone and tablet operating systems, and are 
increasingly being deployed in homes in stand-alone smart-speaker 
devices. While these systems have had great success, they usually 
rely on a single modality of interaction — transcribed speech. In 
human to human conversation, speech is augmented with a range 
of other modalities — such as gaze, touch, prosody, and gesture. 
Yet these are mostly ignored in the current generation of speech 
systems. To address this, we have developed Tama, a gaze aware 
interactive speech agent. Tama uses gaze to trigger user’s query, 
and can respond to users by establishing and holding mutual gaze. 

Building on the Google Assistant service, Tama acts as a voice as-
sistant. Tama has a tapered cylindrical shape, with a semi-transparent, 
retractable, dome-shaped head on top (see Figure 1). Inside the head, 
two full-colour LED eyes can move and ‘look at’ a user, establishing 
mutual gaze. 

Tama is the frst step towards a speech agent that takes advantage 
of multiple modalities to better ft with the complex, messy, human 
situations in which they are often used [48, 58]. There have been a 
number of sensors that can detect the direction of a user’s gaze for 
system input [15] and evaluation [47] for some considerable time. 
However, using gaze for system interaction has traditionally been 
restricted to the domains of accessibility [32] and to support more 
natural, socially aware, human-robot interaction [1]. Yet gaze has 
potential to support a wider range of interactions with computa-
tional systems — such as in the work of Shell et al. [59]. 

For this paper we tested Tama’s use in a realistic experimental 
task, recording users’ interaction from 2 camera angles. Users were 
asked in pairs to agree on a close holiday destination that they both 
agreed on, and both had not visited. They were asked to use the 
Tama speech agent when appropriate. 

The results in this paper focus on gaze patterns of interaction. 
For each interaction with Tama we generated a two 10-point vectors 
of the amount of gaze detected by the cameras, one while the query 
is being voiced, and the other while the answer is played through 
the speaker. These were clustered using k-means, uncovering 5 
‘patterns of looking’ while voicing queries, and 3 while listening 
to the answer which were then verifed with close analysis of sam-
ples of the video data from the trial. Gaze detection is relatively 
complex and dependant on lighting, angle, distance, cameras, and 
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the training set employed in building the model. As such, these 
detected patterns should be taken as averages of orchestrated hu-
man interaction towards the system, able to be identifed through 
current technology, and verifed by close analysis of samples of the 
video data of the trial. 

We show that our participants were detected looking at the as-
sistant in similar ways before (using the wake-word in the control 
condition) and after gaze being introduced as an interaction mech-
anism. We also present patterns of gaze which exemplify types of 
interaction the participants were detected to be engaged in with 
the system. We end with a discussion on how anthropomorphic 
interactions can be detrimental to learning efective use and inter-
action with the system and the opportunities presented by gaze in 
conversational user interfaces. 

2 BACKGROUND 

2.1 Speech agents 
Recently, there has been a wealth of research that investigates as-
pects of interaction with speech agents. Looking at Smart Speaker 
use in particular, Sciuto et al. [58] investigated the experience of 
households who are using conversational agents in their homes 
showing how families integrate conversational agent into their 
daily life. By analysing the logs of 75 Alexa users, they concluded 
their fndings into four themes: how people initially use Alexa, the 
physical placement of the device, the daily patterns of conversa-
tional usage, and how children interact with the device. 

Porcheron et al. [48] identify the characteristics of interaction 
with VUIs on mobile devices and how such interactions unfold in 
multi-party social settings. In further work [49] they examine of 
how users of smart speakers practically and interactionally situate 
the device’s talk within their ongoing conversational setting at 
home, and how users’ formulate and direct queries to the device. 
Moon et al. [40] conducted a between-subjects experiment to inves-
tigate the relationship between users’ personality and a number of 
voice technologies for Smart Home environment, and how it afects 
users’ social responses to these systems. 

Luger and Sellen [37] highlighted the limited functionality of 
existing commercially-available voice interfaces and how it causes 
a gulf between their capabilities and the users’ expectations. Meyer 
and Rakotonirainy [39] summarised the problems with commer-
cialising speech agents as; installation, management, novelty of 
applications, quality of the user experience, and privacy — most of 
which remain challenges. 

Although the only direct sensors on smart speakers are their 
microphones, microphones are perceived as one of the most privacy-
invasive sensors next to video cameras [9]. This, as well as their 
placement in intimate spaces such as users’ homes, results in smart 
speakers posing particular privacy challenges. Wake-word recogni-
tion is generally performed locally. To complement this, most smart 
speakers have a physical button to control the microphones. Com-
panion apps and websites allow users to review and delete voice 
interactions with the device. That is said, privacy is one area where 
we hope Tama and gaze actuation can provide part of a solution. 

2.2 Gaze in conversation 
Verbal communication is, of course, not isolated from non-verbal 
communication. Gaze, head pose, and body orientation all play an 
important role in interaction [65, 68]. Gofman [20] observed that 
the direction of eye gaze plays a crucial role in the initiation and 
maintenance of social encounters. Kendon [31] conducted a detailed 
exploration of the function of gaze in face-to-face conversation. He 
summarised attentive gaze in conversation by saying that people 
tend to look at the other participant more when listening than when 
speaking and that the speaker’s glances at the other person tend to 
be shorter than those observed during listening [31]. He observed 
how speakers gaze at their partner when they about to end their 
phrase, and how they averted gaze during hesitations. 

Eye gaze can be used to signal both the end and the start of 
a speaking turn [27], express dissatisfaction or uncertainty [42], 
regulate turn taking [16], convey information, and regulate social 
intimacy [4, 31]. 

Vertegaal et al. [67] concluded that despite this variation, gaze 
is a predictor for turn taking, estimating an 88% chance that the 
person looked at is the person being listened to. Hearers gaze at 
speakers more than speakers gaze at hearers [3, 31, 42]. Speakers 
also tend to look away as they begin talking [3, 21, 31]. It has been 
suggested that gaze flls both a monitoring and regulating role [31]. 

Goodwin proposed [22] two rules of gaze, 1: a speaker should 
obtain the gaze of his recipient during the course of a turn of talk, 
and 2: A recipient should be gazing at the speaker when the speaker 
is gazing at the hearer. While gazing in conversation is driven by 
diferent contexts, for technology, we can use the understandings 
that gazing-toward and gazing-away from are related to turn-taking 
and regulation. 

Many of the studies mentioned earlier are a result of research in 
American or British English in western societies [3, 4, 21, 31, 42]. 
These studies implicitly suggest that gaze behaviours are inde-
pendent of attributes such as race, culture, and gender. However, 
some studies have explored such cultural and language diferences 
concerning the use of gaze. For example, Rossano, et al. [53] investi-
gated gaze behaviour in conversation using data from three diferent 
cultures and languages, with a focus on pervasive conversational 
practice when people gaze at each other during conversation. In 
their study, they have worked to understand whether gaze as an 
international practice has these universal properties across cultures 
as implied above. While they fnd similarities, they also show dif-
ferences in the practical use of gaze between cultures and distinct 
cultural practices [52]. 

In general, Rossano, et al. [52, 53] fnd that across all cultures, 
gaze is tied to sequence initiation and sequence completion rather 
than directly to the turn-taking system. However, they observe 
practices that are culturally specifc such as alternative "home posi-
tions" for the eyes, and the use of gaze to point to unseen subjects 
in some cultures more than others. Sacks [56] posits that most of 
the time during the daily interactions we wish to present our gaze 
as ‘ordinary’. This suggests that there are norms associated with 
our use of the eyes during social interactions that are practices we 
deploy to sustain ‘ordinary’ gaze behaviour. These practices have to 
be learned and could be patterned somewhat diferently in diferent 
cultures. 
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2.3 Gaze in interaction 
Research has also looked at the mechanics of gaze interaction in 
diferent contexts [13, 34, 44], harnessing eye motion and gaze 
gestures for interaction [15], detecting patterns of gaze [14] and for 
enhancing human-robot engagement [8, 60]. Particularly gaze in 
interactions has been used for onscreen target pointing, to support 
selection tasks [69], selecting objects in large information space, as 
well as for zooming and panning [24, 61]. 

In the feld of Human-Robot Interaction (HRI), researchers have 
highlighted the importance of non-verbal cues such as gaze and 
gesture when interacting with, and through, technology [7, 30]. 
Gaze has been extensively used to augment other input modalities 
[29], as well as to enhance the social interaction in using eye gaze for 
human-robot interaction with a focus on communicative social gaze 
within the interaction [1, 55]. Moreover, many studies have been 
conducted to investigate the use of gaze cues with conversational 
agents [11, 19, 26, 50, 60]. Exploration of the efect of gaze cues in 
turn taking in two- and multi-party discourse has been a popular 
area of research [6, 17, 33, 63, 67]. 

Most of these studies have focused on understanding how these 
cues might shape participant roles and how diferent forms of par-
ticipation might afect the social outcome of human-agent con-
versations. Therefore, the complex roles that gaze play in human 
interaction have been the focus of many studies including the inte-
gration of vision and speech to show attention to conversational 
partners and objects in the surroundings [6, 64], for example, Szafr 
and Mutlu [64] built an embodied agent that monitored people 
attention and adapted its behaviour to improve the discourse and 
user engagement. Most of the studies with virtual agents and social 
robots have used eye gaze as a signal of capturing attention [28], 
demonstrating engagement [51], and increasing conversational 
fuidity with human users [10, 38]. 

Other research has focused on controlling the eye gaze of virtual 
embodied conversational agents [45]. Andrist et al. [2] presented a 
conversational gaze aversion robot able to generate and combine 
head motions to engaging in mutual gaze with users. Using gaze 
aversion can be used to demonstrate cognitive eforts, modulate 
intimacy, and mediate turn taking. Moreover, researchers in social 
robotics have found that the direction of gaze plays an important 
role in shaping conversational participant roles, which can be efec-
tive to shape people roles when designing virtual agents [5, 7, 41]. 

One of the most critical applications of gaze research is the design 
of social robots with appropriate gaze behaviour. Studies showed 
that virtual agents using gaze aversions are more successful at 
regulating the conversational fow than agents that do not perform 
gaze aversions [54]. Mutlu et al. showing conversation coordination 
through the establishment or breaking of eye contact [41]. 

3 DESIGNING TAMA 
Interaction with Tama was based on the hypothesis that the smart 
speaker would be brought into a conversation much the same way 
as another human conversational partner [57], using the ofer of 
mutual gaze and its reciprocation. 

Tama is built like a tapered cylindrical 3D printed shell which 
shape is similar to Google home (Figure 1). On top, there is a semi-
transparent dome-shaped head, the head can be retracted entirely 

Figure 1: Tama. Closed head (left), and Mutual Gaze condi-
tion (right) 

inside the body for when mutual gaze interaction is not required. 
Inside the head, two full-colour LED eyes can move 360 by 40 
degrees (pan and tilt) to perform mutual gaze at diferent heights 
and angles. The bottom of Tama has a LED light ring functionality 
for feedback when the head is not in use. 

Two OMRON HVC-P2 cameras [43], which provide of the on-
board face and gaze identifcation, were used to enable gaze interac-
tion. These were connected to a Raspberry Pi 3 [18] along with an 
Arduino control board [36] which controlled the eye movements 
and a Respeaker directional 7-microphone array [62] to record and 
detect the direction of speech. For the voice assistant service, we 
used Google’s Voice Assistant API. 

3.1 Interaction Design 
Interaction with Tama involved transitions between the following 
three states: 

Idle: Tama is looking straight forward with the microphone
of and eyes coloured yellow. 

Activated: Tama has detected at least one user looking at, and
starts the assistant and microphone. Tama will move the 
eyes towards the detected gaze and turn them green (Figure 
1, right). If the two users are looking at Tama, the directional 
microphone is used to distinguish and prioritise the speaker. 
If there is an around 3 second period without detecting gaze, 
Tama will return to Idle and cancel the query. 

Responding: Tama’s eyes will turn pink, and as the answer is
broadcast, it will look towards any gaze detected. 

This interaction fow was designed to balance ease of intentional 
activation with minimisation of false activation. In a conversational 
scenario, the cancellation of interactions started with cursory or 
un-maintained glances towards the device stopped the device trig-
gering when it was not supposed to, but at the cost of making it 
harder to complete queries when the conditions for gaze detection 
were not optimal. 

4 EXPERIMENT 
For the experiment, we recruited ten pairs of participants to perform 
three conditions. The trials lasted around 45 minutes, with the 
longest lasting 53 and the shortest 19 minutes. Of the 20 participants,
13 identifed as male, 1 owned smart speakers, and a further 12
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Figure 2: Gaze patterns during query: look back (left), Look away(middle), gaze only (right) 

reported using voice assistants on other devices regularly. All but 
one of the participants were postgraduate students. Each participant 
received a $10 gift card. 

As our system was designed to integrate into the conversation 
in a diferent way than the existing ‘wake word’ model, we were 
interested in how system use could be incorporated into an ongoing 
talk. Accordingly, we designed a task where two participants were 
to decide and agree on a holiday destination with a constraint that 
it should be the closest capital city from a given starting point that 
they both agreed on, and both had not visited. They were asked to 
use the Tama speech agent when appropriate. 

For the trial, the participants faced each other across a table with 
Tama equidistant from them creating a triad. Each trial was recorded 
by two GoPro Hero 3 cameras, one behind and one facing the smart 
speaker. The trial was also streamed via webcam to the authors 
in a separate room. One author entered the room to explain each 
condition, leaving them alone to complete the task. Additionally, 
all events and data generated in the cameras and microphones was 
logged internally by Tama during the test for post analysis. 

We had one control condition which each test started with (wake-
word activation), and two test conditions which were balanced in 
order. For each condition, the starting city for the task was changed. 
In the mutual-gaze condition the device was activated with gaze 
and the head looked back, in the gaze-activation condition the 
head was retracted. Each condition started with the participants 
being asked to perform three scripted training queries each, both to 
familiarise themselves with the interaction technique being tested 
and the constraints of successful speech agent query formulation. 

5 RESULTS 
With a system such as Tama the gaze patterns of users are crucial 
for understanding how the system works. In this paper we focus on 
our participants gaze patterns when using Tama in diferent ways. 
We analysed two datasets generated from the user trial. The frst is 
the accumulation of logs from Tama during the trial. This collected 
data on the system’s internal state and the interactions with the 
Google Assistant service. Here we focus on how the gaze cameras 
recorded where each participant was looking, and the direction-
of-arrival of sound from the directional microphone. The output 
from the gaze cameras should not be seen as a ‘ground truth’ of 
participants’ gaze towards the device in any moment, rather the 
overall pattern of gaze interaction that can be detected given the 
constraints of technology and setting. 

This provides us a binary signal from the query owner and the 
query partner representing whether they are detected as looking 
at Tama or not throughout the trial. The log data was fltered to 
only include complete queries, i.e. ones that had both a successfully 
articulated query and an answer voiced by the speech agent. As a 
result, the dataset examined for patterns of gaze interaction con-
tained 509 queries, with 221 in the wake-word condition, 135 in 
the gaze-activation, and 153 in the mutual-gaze conditions. 

To deepen our understanding of what this means for the moment-
by-moment interaction between our participants and the conversa-
tional agent we combined this with video analysis of the recordings 
of the trials. Both the video angles we recorded were combined and 
coded by the authors in group coding sessions, coding the video 
for each system activation, its length and various aspects of its 
performance. Each attempted interaction with the device in each 
condition was coded with a time taken from the moment the par-
ticipant started an attempt (from their initial attempt to direct their 
gaze towards the device before initiating a query, or when they 
started to say the wake-word). The end of the interaction was deter-
mined by either the abandonment of the query attempt (signalled 
by a return to the ongoing conversation with the other participant 
or a change in the query), or the time at which the assistant started 
to play its answer to the query. 

As gaze is one of the most important aspects of Tama it is impor-
tant to be able to see it in time with the talk and Tama’s replies. That 
is why we have transcribed those interactions as seen in Figures 3, 
4, 5 and 8. We have added a ‘glance track’ under the transcript of 
what was spoken. The arrows indicate gaze – such as P1 − − > P2 
for participant one looking at participant two, with mutual gaze 
indicated by double headed arrow e.g. P1 < −− > P2. An extended 
gaze is shown by an extended line until the point in the transcript 
when the gaze was broken. Tama is indicated by the small Tama 
icon. For the transcripts themselves we have made use of a limited 
form of Jefersonian transcription in these transcripts [25, appendix 
a][46]. The numbers in (brackets) indicate pauses, and we have 
broken these out into multiple (items) where the gaze changes (in-
dicated on the gaze track). We have also added photographs of the 
interactions, indicated by an * in the transcript. 

This gives us a dataset of 509 queries, and for each query we 
have second by second data on which participant was looking at 
Tama (or not), what was being said and Tama’s answer. 

To look for patterns in the gaze interaction we started by taking 
the data of gaze recorded by Tama’s cameras. For each query we 
extracted the time period where the query was being voiced from 
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P1: [*] (0.1) How far is [*]Tehran [*]from [*]Istanbul? 
    P1<->  ----------------|P1<-  ----------- P1<->  ---------> 

Figure 3: Transcript of Look-Back Interaction. 

the time waiting and listening to the answer. For the gaze conditions 
we excluded the required activating gaze at the start of the query. 

For each of our extracts we split them into ten equal time seg-
ments. For each of these segments we then measured the proportion 
of time that gaze was maintained - this gave us 10 measurements of 
how the gaze ‘pattern’ unfolded over the time. This ten dimension 
pattern is an approximation of the gaze behaviour for each query (or 
answer). Across the whole trial, queries had a mean length of 10.48 
seconds, so this means each decile summarises gaze for around one 
second of interaction. Since the gaze cameras had some issues with 
accuracy this improves the accuracy of our gaze measurement as 
well as allowing us to compare patterns across diferent queries 
and trials. Looking at these resulting 10 dimension abstractions 
of gaze over time it became apparent that the patterns were con-
sistent across both gaze conditions (i.e, the gaze-activation and 
the mutual-gaze conditions), with a chi-square showing no signif-
cant diference between detected gaze between the two (p=0.309), 
and combining them provided a stronger ft for clustering using 
K-means. 

K-means clustering intends to partition objects into a fxed num-
ber, k, of clusters, which each object belonging to the cluster with 
the nearest mean (or, in this case, 10 dimension centroid) so that 
the within-cluster sum of squares is minimised. K-means tries to 
make the clusters as coherent, but as far apart from each other as 
possible. In each case, a range of possible values of k, or number of 
clusters, were tried and the results with the largest diferentiation 
between clusters chosen as representative of the data. During this 
process each of the k centroids is initially a random data point from 
the dataset. Then the rest of the points in the dataset are added 
sequentially, adding each point to its closest cluster and recomput-
ing the cluster’s centroid. The process is then repeated starting 
with these new centroids. This continues until the centroids are 
stable. In these results, k-means was run with k from 2 to 6, and 
silhouette analysis [66] was used to determine the separation dis-
tance between the resulting clusters in order to choose the optimal 
value of k. This gives us measurements of diferent types of gaze 
patterns across the participant’s queries - graphing the centroids 
gives us a way of looking at the diferent gaze patterns in our trials. 
For each cluster, the patterns of detected gaze assigned to it were 
inspected by three authors and interpreted through the lens of the 

close moment-by-moment understanding of the participants’ inter-
actions with Tama with a selection traced back to the transcribed 
query and its resulting video. 

5.1 Common Query Patterns 
One of the goals behind the development of Tama was to explore 
the possibility of activating a speech agent using gaze towards the 
devices, rather than — or in combination with — the wake word. 

The patterns reported here are from the query owners, those 
who voiced the query, between activation with the wake-word or 
gaze, and the query being deemed complete by the Google Assistant 
service and sent to be processed for a reply. In each case k-means 
was run with k from 2 to 6, the result here presented as the clustering 
with the highest silhouette coefcient. In the wake-word condition 
3 clusters with silhouette (0.504), and the gaze conditions 5 clusters 
with silhouette (0.167). One interesting thing to note here is that not 
only did Tama detected that participants looked at it during queries 
in the wake-word condition, but that the patterns of that looking 
shared very similar characteristics to that of the gaze conditions. 

Figures 2 (left and centre) show two similar patterned centroids 
between the gaze and wake-word conditions. 

The pattern shown in Figure 2 (centre) labelled ‘look away’, was 
detected in 17% of gaze queries, and 5% in the wake-word condition. 
In interactions that follow this pattern, users are detected looking 
at the device as they begin to voice their query, but this tails of as 
the query progresses. The second pattern detected during queries 
in both wake-word and gaze conditions was that shown in Figure 
2 (left) labelled ‘look back’, where the participant was recognised 
looking towards Tama only as they drew to the end of their query. 
Such a pattern of gaze follows observations of interpersonal gaze 
explored by Goodwin [21], where in coming to the end of a turn, a 
conversational partner will use gaze as a means of speaker selection. 
An example of this can be seen in the transcript in Figure 3. Here 
our participant starts by establishing mutual gaze, then after a 0.1 
second pause begins to articulate her query. As she reaches the 
object of the question, she turns her gaze to her left, then down, 
and then fnally back to Tama on the fnal word of the query. 

As noted above, the clustering algorithm settled on 3 clusters 
of gaze patterns for the wake-word conditions and 5 for the gaze 
conditions. The fnal pattern shared between both conditions was 
that of a consistent gaze (not included in fgure 2) – be that at the 



CUI 2019, August 22–23, 2019, Dublin, Ireland Razan Jaber, Donald McMillan, Jordi Solsona Belenguer, and Barry Brown 

P1: [*] (0.1) [*]What is 207 [*]Ti.mes (0.1) forty nine?[*] 
    P1<->  P1<-  ------------- P1<->  ----------------P1<-  - 

Figure 4: Transcript of reading interaction. 

device, or not at the device. The k-means placed 80% of interac-
tions with the wake-word, and 46% with the gaze condition in this 
category. In the gaze condition, the majority of these interactions 
involved the participants detected as looking at Tama throughout 
the query. This was a learned behaviour, as participants enacted 
gaze to ensure that the system continued to process their query 
and provided them with the answer that they sought. As noted 
above, the successful gaze queries clustered here were in almost 
32% of cases coming after one or more unsuccessful attempts at 
interaction resulting in a repeat. One reason for these queries to 
be unsuccessful was the system being unable to detect gaze from a 
user for longer than the 3 second threshold and cancelling the query 
on the assumption that this was a spurious activation, either due 
to them looking away for too long or problems with the lighting 
or angle of the face. For users who experienced such interactional 
troubles, one method of reducing them was to fxate their gaze 
on the device throughout the query, resulting in a consistent gaze 
pattern as described in this cluster. For the wake-word condition, 
all of the inspected interactions with this pattern showed little to 
no gaze detected by the device. 

5.2 Gaze Specifc Query Patterns 
The right hand graph in Figure 2 (right) is labelled ‘reading’, and 
‘careful’ - both of 12%. The condition we labelled as ‘reading’ is 
representative of gaze being detected at the start of the query and 
the end, with it dropping of in the middle. While the example in-
teractions explored in this cluster were contained examples where 
the participants referred to their notes on what cities they were 
discussing while voicing their query, it also provided examples 
of the participants glancing towards their conversational partner 
while constructing the query. In Figure 4, we can see our participant 
performing a test query for the device. Here the clip begins with 
her establishing mutual gaze with Tama, then before starting her 
query, she turns to focus on the prompt card, looking back towards 
Tama a few words later, then returning to look at the card while 
awaiting the answer. This kind of interaction was fraught with 
trouble for completing the query, as looking away while asking 
the question was taken by Tama to signal an accidental activation. 
Readers quickly learned to pepper their reading with glances to-
wards the device. The pattern we have daubed ‘careful’ here is 
epitomised by gaze being detected in a staccato pattern, suggesting 
frequent looking away and back at Tama. Looking at the clips that 
this was representative of, however, we found that this was usually 

a result of problematic detection. In Figure 5, we can see our query 
owner, on the left, initiate gaze then continue to fxate on the device 
throughout the query until an answer was heard. For reasons of 
lighting and facial features, however, the gaze cameras detected 
this as intermittent gaze. In this trial, this participant had learned to 
continuously look at the device to be able to interact successfully. 

5.3 Answers 
In looking at the detected gaze while the Google Assistant articu-
lated its response, we include the traces from both the owner of the 
query and the partner. In both the gaze (silhouette owner: 0.477, 
partner: 0.511 ) and wake-word conditions (silhouette owner:0.59, 
partner:0.647) there were three clusters detected. 

Looking at the centroids for these clusters in Figures 6 and 7, 
we can see the same patterns emerging in both user-roles and in 
both conditions. While the most common pattern seemed to be to 
simply not look at the device while it was replying (79%, 81%, 86%, 
86% for gaze-owner, gaze-partner, wake-owner, and wake-partner 
respectively), the answers showed small clusters of participants 
being detected looking at the device as it started to speak and 
tailing of (15%, 5%, 4%, 10% for gaze-owner, gaze-partner, wake-
owner, and wake-partner respectively, Figure 7) as well as clusters 
of participants not detected looking at the device at the beginning, 
but detected as gazing at it more and more as the answer continued 
(3%, 16%, 10%, 4% for gaze-owner, gaze-partner, wake-owner, and 
wake-partner respectively, Figure 6). 

An example of a ‘look away’ during the answer can be seen in the 
transcript in Figure 8, which also provides an example of the user 
looking towards the device while using the wake-word to activate 
it. Here the participant glances towards the device as he articulates 
‘Ok, Google’ then looks down towards his task instructions. After a 
3.8 second pause as the Google API processes this request, Tama 
started to articulate its answer – at which point the query owner 
looked towards the device (the partner did not). As the answer 
starts to seem suspect (with 15 items reported), the participants 
look at each other, bursting into laughter when the source of this 
information turns out to be TwistedSister.com, the home page of a 
heavy metal band and the 15 items tour locations. 

6 DISCUSSION 
As covered in the background section above, there are several meth-
ods for detecting the angle of gaze from users. However, as distance 
increases, angles become more acute to the camera, and lighting 

https://TwistedSister.com
https://owner:0.59
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P1: [*]  [*]  Can you dive (0.1) in Vietnam? 
    P1<->  -----------------------------------------------> 
P2:  (1.2)[°It looks really cute°] 

P2->   -----------------------------------------> 

Figure 5: Transcript of careful interaction, the participants continuously look at Tama over the Query. 

Figure 6: Look Towards Answer 

Figure 7: Look Away Answer 

varies, all of these methods become more difcult. The trial setup 
in this paper represents controlled conditions, with users under 2m 
from the camera with bright light, and even then they were not 
perfectly accurate. In testing the cameras used here were able to 
work in more varied lighting conditions and at greater distances, 
however, such conditions caused more frequent losses of detected 
gaze and higher sensitivity to the angle of the head, glasses, or shad-
ows. As with a lot of computer vision related research, increasing 
the speed, detail, and contrast of the image helps — yet the costs 
increase exponentially while the accuracy does not [23]. 

This presents considerable challenges in terms of accuracy. The 
most basic interaction with Tama replaces the wake-word (‘Ok, 
Google’) with a look towards the system while articulating a query. 

Wake-word technology has been well researched with models de-
ployed by the main smart speaker producers proven to be robust, 
trained using hundreds of thousands of real-world examples [35], 
and highly accurate in most settings. Gaze interaction, on the other 
hand, is relatively complex and dependant on lighting, angle, dis-
tance, cameras, and the training set employed in building the model. 
As such, our gaze detection cameras, and therefore Tama’s detection 
of intended interaction is less accurate than using a wake-word. 

One alternative design would be to make use of infra-red detec-
tion of gaze, yet this has problems with natural light, as the sun is a 
problematic light source to compete with, reducing the real world 
application options. State of the art solutions achieve around 85% 
accuracy on real-world gaze detection tasks [12]. Given all these 
caveats on the accuracy of the cameras in any given 250-millisecond 
detection frame, the queries were successful around 72% of the time 
using gaze, and the patterns described here are supported by our 
close analysis of the videos. We see this as an example of design-
ing interaction in a heuristic loop, where imperfect probabilistic 
algorithms detect, react to, and infuence human behaviour. 

Participants used a number of strategies, or modifed their use 
of gaze and their behaviour towards the system, in light of these 
inaccuracies and limitations — as shown in the results, patterns of 
careful reading and looking were emergent in response to how the 
system detected the participants over the short interactions in the 
trial. Also, participants experimented with waving, weaving their 
head back and forth, taking of glasses, and covering their face so 
that their partner could have what they thought was ‘uncontested’ 
interaction with the system. This all points to a design challenge 
of surfacing not just that systems based on machine learning al-
gorithms should expose that they have been unable to understand 
the users’ interaction — in the case of Tama, by looking away or 
for the Google Speech agent by replying with a generic ‘I can’t 
help with that’ message — but that they should support the user in 
repair. If Tama could provide more detailed, moment by moment 
output on the state of detection in a way that would not impact the 
interaction unless it was engaged with, then users could adjust their 
interaction with more certainty and accuracy to avoid problems. 

For speech agents in general, simply providing more gradients 
of error would allow users to repair that which was causing the 
problem, rather than adjusting clear parts of the interaction. For 
example, diferentiating between un-processable transcription re-
sults with a high noise ratio on the audio and those with a low 
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P1: Ok[*]Google, What[*]are the thr.ee countries near Sweden? 
P1->  -----|

T:  (3.8) I [*] found 15 on the website TwistedSister.com here[*]are 
P1->  -------------- P1<-> P2----------------------- (laughs)

Figure 8: Wake-word query transcript. Participant looks at Tama while saying the wake-word, then looks back when it replies 

noise ratio with answers along the lines of ‘I couldn’t hear.’ and ‘I 
didn’t understand.’ would allow the user to repair with increased 
volume or attempted rephrasing of the query. In our data, we saw 
a number of trial and error approaches to this, where the generic 
error message would frst result in one or more louder attempts 
of the query, before the participants would attempt to adjust the 
phrasing to one that the system might be more adept at parsing. 

Learning to modulate your speech, including word choice, pitch, 
and volume, in order to successfully and reliably interact with voice 
assistants is for many a non-trivial task. One problem identifed 
with interacting with these devices [49] is that the systems’ lis-
ten from the wake-word until they detect silence. This means that 
the utterance must be performed quickly, with no breaks between 
words or phrases — something which for many can be unduly chal-
lenging. By detecting if the user is still looking at the speech agent, 
such gaps in speech could be ignored if the current transcribed 
utterance does not conform to the rules of a fully formed query 
that the agent can act upon, allowing for much more variation in 
the speech that the system can support. This could also be put to 
use in noisy environments by using the directional microphones 
that most smart-speakers are built around to flter out audio from 
directions other than from where the user’s gaze is coming from. 

6.1 Opportunities of Designing with Gaze 
The patterns identifed in the previous section provide opportunities 
for improving interaction with our system, and with a broader range 
of voice interfaces. 

The frst area of opportunity centres around improving the ac-
curacy of query detection, especially in challenging audio environ-
ments. By leveraging the pattern of ‘look back’ in query formula-
tion, we can take advantage of a second channel of information 
signalling the approaching end of a query. This allows us to move 
beyond relying on the combination of grammatical inference and 
silence detection currently employed. Similarly, detecting that a 
user is ‘reading’ to the system gives the opportunity to increase the 
threshold of silence detection to allow them to complete this task. 

An opportunity to improve the ongoing ft with the context of 
use is presented by the ‘look away’ condition while consuming 
an answer. Here the system could detect the lack of attention and 
engagement, and, for example, lower its output volume accordingly. 

Another opportunity presented in the ‘careful’ condition. Un-
derstanding when and if users are experiencing trouble interacting 
with an interface allows designers to either modify the interface 
to suit (in this case, by increasing sensitivity for example) or to 
provide feedback to users to improve their interaction – such as 
recommendations on posture or lighting. 

7 CONCLUSION 
In this paper, we present an analysis of the patterns of gaze detected 
by our gaze-enabled voice assistant, Tama. This is based on the data 
from 10 pairs of users interacting with Tama during a discussion 
task and supported by video analysis of their interactions. 

During conversations, gaze is one tool employed to establish 
and maintain interaction successfully. In this paper, we identify 
ways in which abstractions of this complex human behaviour can 
be used to drive interaction with a speech agent, and how some 
patterns of gaze are detected during interactions even when the 
agent does not respond to, or present, gaze. In the presentation of 
gaze, future work could include embedding these gaze patterns in 
the behaviour of our speech agent, this holds the potential for using 
these patterns to improve speech agent interaction. This could also 
be combined with a longer term, in-the-wild trial to understand 
how these patterns persist, or change over time, in real use contexts. 

We also identifed patterns of gaze which were detected during 
problematic interactions with the device, showing not only that 
these hold the potential to be detected to aid in the interaction but 
also that users are able to fuently adjust their use of gaze from 
mostly use with a conversational partner to explicit, articulated 
use for system interaction. In future work, there exists an exciting 
opportunity to explore the diferences between both language de-
pendent and culturally dependent patterns of gaze interaction with 
this system. This could provide more a nuanced understanding of 
gaze for the design of interaction. 
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